
www.manaraa.com

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 17, NO. 3, MARCH 1999 451

Space–Time Block Coding for Wireless
Communications: Performance Results

Vahid Tarokh,Member, IEEE, Hamid Jafarkhani,Member, IEEE, and A. Robert Calderbank,Fellow, IEEE

Abstract—We document the performance of space–time block
codes [13], [14], which provide a new paradigm for transmission
over Rayleigh fading channels using multiple transmit antennas.
Data is encoded using a space–time block code, and the encoded
data is split into nnn streams which are simultaneously transmitted
using nnn transmit antennas. The received signal at each receive
antenna is a linear superposition of thennn transmitted signals
perturbed by noise. Maximum likelihood decoding is achieved
in a simple way through decoupling of the signals transmitted
from different antennas rather than joint detection. This uses the
orthogonal structure of the space–time block code and gives a
maximum likelihood decoding algorithm which is based only on
linear processing at the receiver. We review the encoding and
decoding algorithms for various codes and provide simulation
results demonstrating their performance. It is shown that using
multiple transmit antennas and space–time block coding provides
remarkable performance at the expense of almost no extra
processing.

Index Terms—Diversity, multipath channels, multiple anten-
nas, space–time codes, wireless communication.

I. INTRODUCTION

I N MOST situations, the wireless channel suffers attenuation
due to destructive addition of multipaths in the propagation

media and to interference from other users. The channel
statistic is significantly often Rayleigh which makes it difficult
for the receiver to reliably determine the transmitted signal
unless some less attenuated replica of the signal is provided to
the receiver. This technique is called diversity, which can be
provided using temporal, frequency, polarization, and spatial
resources [3], [6], [7]–[9], [11], [16], [17]. In many situations,
however, the wireless channel is neither significantly time-
variant nor highly frequency selective. This forces the system
engineers to consider the possibility of deploying multiple
antennas at both the transmitter and receiver to achieve spatial
diversity.

Only recently has transmit diversity been studied exten-
sively as a method of combating detrimental effects in wireless
fading channels because of its relative simplicity of implemen-
tation and feasibility of having multiple antennas at the base
station. The first bandwidth efficient transmit diversity scheme
was proposed by Wittneben [18], and it includes the delay
diversity scheme of Seshadri and Winters [10] as a special
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case. Later Foschini introduced a multilayered space–time
architecture [4].

More recently, space–time trellis coding has been proposed
[12] which combines signal processing at the receiver with
coding techniques appropriate to multiple transmit antennas
and provides significant gain over [10] and [18]. Specific
space–time trellis codes designed for two–four transmit an-
tennas perform extremely well in slow fading environments
(typical of indoor transmission) and come within 2–3 dB of the
outage capacity computed by Telatar [15] and independently
by Foschini and Gans [5]. The bandwidth efficiency is about
three–four times that of current systems. The space–time codes
presented in [12] provide the best possible tradeoff between
constellation size, data rate, diversity advantage, and trellis
complexity. When the number of transmit antennas is fixed, the
decoding complexity of space–time trellis coding (measured
by the number of trellis states in the decoder) increases
exponentially as a function of both the diversity level and
the transmission rate.

In addressing the issue of decoding complexity, Alamouti
discovered a remarkable scheme for transmission using two
transmit antennas [1]. Space–time block coding, introduced in
[13] and [14], generalizes the transmission scheme discovered
by Alamouti to an arbitrary number of transmit antennas and
is able to achieve the full diversity promised by the transmit
and receive antennas. These codes retain the property of
having a very simple maximum likelihood decoding algorithm
based only on linear processing at the receiver [13], [14].
For real signal constellations (such as PAM), they provide
the maximum possible transmission rate allowed by the the-
ory of space–time coding [12]. For complex constellations,
space–time block codes can be constructed for any number
of transmit antennas, and again these codes have remarkably
simple decoding algorithms based only on linear processing
at the receiver. They provide full spatial diversity and half
of the maximum possible transmission rate allowed by the
theory of space–time coding. For complex constellations and
for the specific cases of three and four transmit antennas,
these diversity schemes were improved to provide 3/4 of the
maximum possible transmission rate [13], [14].

The purpose of this paper is to evaluate the performance
of the space–time block codes constructed in [13] and [14]
and to provide the details of the encoding and decoding
procedures. We begin by considering encoding and decoding
algorithms for some of these codes. We then provide simula-
tion results confirming that with space–time block coding and
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multiple transmit antennas, a significant performance gain can
be achieved at almost no processing expense.

The outline of this paper is as follows. In Section II,
we provide a mathematical model for the multiple antenna
communication systems. We review examples of space–time
block codes constructed in [13] and [14] and will describe their
encoding and decoding algorithms in Section III. Section IV
analyzes the performance of the space–time block code and
shows that our simple decoding scheme achieves exactly
the same performance as receive maximum ratio combin-
ing. Section V provides simulation results demonstrating the
performance of these codes. Finally, Section VI presents our
conclusions and final comments.

II. THE TRANSMISSION MODEL

We consider a wireless communication system with
antennas at the base station andantennas at the remote. At
each time slot , signals are transmitted
simultaneously from the transmit antennas. The channel
is assumed to be a flat fading channel and the path gain
from transmit antenna to receive antenna is defined to be

. The path gains are modeled as samples of independent
complex Gaussian random variables with variance 0.5 per real
dimension. This assumption can be relaxed without any change
to the method of encoding and decoding [12]. The wireless
channel is assumed to be quasi-static so that the path gains
are constant over a frame of lengthand vary from one frame
to another.

At time the signal , received at antenna, is given by

(1)

where the noise samples are independent samples of a
zero-mean complex Gaussian random variable with variance

SNR per complex dimension. The average energy of
the symbols transmitted from each antenna is normalized to
be one, so that the average power of the received signal at
each receive antenna isand the signal-to-noise ratio is SNR.

Assuming perfect channel state information is available, the
receiver computes the decision metric

(2)

over all code words

and decides in favor of the code word that minimizes the sum.

III. SPACE–TIME BLOCK CODES

A. Encoding Algorithm

A space–time block code is defined by a transmission
matrix . The entries of the matrix are linear combinations
of the variables and their conjugates. The
number of transmission antennas is, and we usually use

it to separate different codes from each other. For example,
represents a code which utilizes two transmit antennas and

is defined by

(3)

We assume that transmission at the baseband employs a
signal constellation with elements. At time slot 1,
bits arrive at the encoder and select constellation signals

. Setting for in ,
we arrive at a matrix with entries linear combinations of

and their conjugates. So, while contains in-
determinates , contains specific constellation
symbols (or their linear combinations) which are transmitted
from antennas for each bits as follows. If represents
the element in the th row and the th column of , the
entries are transmitted simultaneously
from transmit antennas at each time slot

. So, the th column of represents the transmitted
symbols from theth antenna and theth row of represents
the transmitted symbols at time slot. Note that is basically
defined using , and the orthogonality of ’s columns allows a
simple decoding scheme which will be explained in the sequel.
Since time slots are used to transmitsymbols, we define
the rate of the code to be . For example, the rate
of is one.

In this work, we consider the performance of the following
rate half space–time block codes:

(4)

and

(5)

We also consider the rate 3/4 codes shown in (6) and (7),
found at the bottom of the next page, for three and four
transmit antennas (we use instead of to distinguish these
codes). Next we review the decoding of these codes.

B. The Decoding Algorithm

Maximum likelihood decoding of any space–time block
code can be achieved using only linear processing at the
receiver, and we illustrate this by some examples.
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The space–time block code (first proposed by [1]) uses
the transmission matrix in (3). Suppose that there aresignals
in the constellation. At the first time slot bits arrive at the
encoder and select two complex symbols and . These
symbols are transmitted simultaneously from antennas one and
two, respectively. At the second time slot, signals and
are transmitted simultaneously from antennas one and two,
respectively.

Then maximum likelihood detection amounts to minimizing
the decision metric

(8)
over all possible values of and . Note that due to
the quasi-static nature of the channel, the path gains are
constant over two transmissions. The minimizing values are
the receiver estimates of and , respectively. We expand
the above metric and delete the terms that are independent
of the codewords and observe that the above minimization is
equivalent to minimizing

The above metric decomposes into two parts, one of which

Fig. 1. System block diagram.

is only a function of , and the other one

is only a function of . Thus the minimization of (8) is
equivalent to minimizing these two parts separately. This in
turn is equivalent to minimizing the decision metric

for detecting and the decision metric

for decoding . This is the simple decoding scheme described
in [1], and there is no performance sacrifice for using it.

Similarly, the decoders for , and can be
derived. We provide the details of these decoders in the
Appendix for the sake of presentation.

(6)

(7)
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Fig. 2. Bit error probability versus SNR for space–time block codes at 3 bits/s/Hz; one receive antenna.

IV. PERFORMANCE ANALYSIS

In this section, we analyze the performance of when
the energy of different symbols are equal to each other [e.g.,
phase-shift keying (PSK)]. Similar results can be achieved for
other codes presented in Section III. The decoder minimizes
the decision metric

for decoding which can be rewritten as where

By replacing from (1) in the above equation and simple
manipulations, we arrive at

(9)

where

By the last equation, it is immediate that given
, the random variable is

a zero-mean complex Gaussian random variable with vari-

ance SNR per real dimension. Given
, the power of signal

in is .
Next consider another communication scenario where

is sent from one transmit antenna and is received using
receive antennas. Suppose that the path gains from the transmit
antenna to the receive antennas are

. Given these path gains and following maximum
ratio combining, the decision metric is of the form

where the random variable is a zero-mean complex Gauss-
ian random variable with variance SNR
per real dimension. This is the same as (9) but both the power
of signal and noise are reduced by a factor of 1/4. It is clear
that such a normalization does not affect the performance.
Thus, it is concluded that using four transmit andreceive
antennas, the code provides exactly the same performance
as 4 level receive maximum ratio combining.

V. SIMULATION RESULTS

In this section, we provide simulation results for the per-
formance of the codes given in the previous sections. Fig. 1
illustrates a block diagram of the system. The information
source is encoded using a space–time block code, and the con-
stellation symbols are transmitted from different antennas. The
receiver estimates the transmitted bits by using the signals of
the received antennas. Figs. 2 and 3 show bit and symbol error
rates, respectively, for transmission of 3 bits/s/Hz. The results
are reported for an uncoded 8-PSK and our space–time block
codes using two, three, and four transmit antennas. Simulation
results in Figs. 2 and 3 are given for one receive antenna.
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Fig. 3. Symbol error probability versus SNR for space–time block codes at 3 bits/s/Hz; one receive antenna.

Fig. 4. Bit error probability versus SNR for space–time block codes at 2 bits/s/Hz; one receive antenna.

The transmission using two transmit antennas employs the 8-
PSK constellation and the code. For three and four transmit
antennas, the 16-QAM constellation and the codesand ,
respectively, are used. Since and are rate 3/4 codes,
the total transmission rate in each case is 3 bits/s/Hz. It is seen
that at the bit error rate of 10 the rate 3/4 16-QAM code

gives about 7 dB gain over the use of an 8-PSKcode.
In Figs. 4 and 5, we provide bit and symbol error rates,

respectively, for transmission of 2 bits/s/Hz using two, three,

and four transmit antennas (also an uncoded 4-PSK). The
transmission using two transmit antennas employs the 4-PSK
constellation and the code . For three and four transmit
antennas, the 16-QAM constellation and the codesand ,
respectively, are used. Since and are rate 1/2 codes,
the total transmission rate in each case is 2 bits/s/Hz. It is
seen that at the bit error rate of 10 the rate 1/2 16-QAM
code gives about 5 dB gain over the use of a 4-PSK

code.
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Fig. 5. Symbol error probability versus SNR for space–time block codes at 2 bits/s/Hz; one receive antenna.

Fig. 6. Bit error probability versus SNR for space–time block codes at 1 bit/s/Hz; one receive antenna.

Figs. 6 and 7 provide simulation results for transmission
of 1 bit/s/Hz using one (uncoded), two, three, and four
transmit antennas (bit and symbol error rates, respectively).
The transmission using two transmit antennas employs the
binary PSK (BPSK) constellation and the code. For three
and four transmit antennas, the 4-PSK constellation and the
codes and , respectively, are used. Since and
are rate 1/2 codes, the total transmission rate in each case
is 1 bit/s/Hz. It is seen that at the bit error rate of 10

the rate 1/2 4-PSK code gives about 7.5 dB gain over
the use of a BPSK code. If the number of the re-
ceive antennas is increased, this gain reduces to 3.5 dB
(Figs. 8 and 9). The reason is that much of the diversity
gain is already achieved using two transmit and two receive
antennas.

The above simulations demonstrate that significant gains
can be achieved by increasing the number of transmit antennas
with very little decoding complexity.
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Fig. 7. Symbol error probability versus SNR for space–time block codes at 1 bit/s/Hz; one receive antenna.

Fig. 8. Bit error probability versus SNR for space–time block codes at 1 bit/s/Hz; two receive antennas.

It is possible to concatenate an outer trellis code [2] with
the above space–time block coding to achieve even better
performance. The additional coding gain provided by the outer
code is the same as the gain provided by that code on a
Gaussian channel. The decision metrics given in this paper
for the inner space–time block code then can be used as the
branch metrics for the outer trellis code [2]. This gives better
performance at the expense of a higher complexity.

VI. CONCLUSION

We provided examples of space–time block codes for trans-
mission using multiple transmit antennas. We described both
their encoding and decoding algorithms. The encoding and de-
coding of these codes have very little complexity. Simulation
results were provided to demonstrate that significant gains can
be achieved by increasing the number of transmit chains with
very little decoding complexity.
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Fig. 9. Symbol error probability versus SNR for space–time block codes at 1 bit/s/Hz; two receive antennas.

APPENDIX

In this appendix, we provide specific formulas for decoding
, and .

The decoder for minimizes the decision metric

for decoding , the decision metric

for decoding , the decision metric

for decoding , and the decision metric

for decoding .
For decoding , the decoder minimizes the decision metric
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for decoding , the decision metric

for decoding , the decision metric

for decoding , and the decision metric

for decoding .
To decode the rate 3/4 code , the decoder minimizes the

decision metric

for decoding , the decision metric

for decoding , and the decision metric

for decoding .
Similarly, to decode the rate 3/4 code , the decoder

minimizes the decision metric

for decoding , the decision metric

for decoding , and the decision metric

for decoding .
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