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Space-Time Block Coding for Wireless
Communications: Performance Results
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Abstract—We document the performance of space-time block case. Later Foschini introduced a multilayered space—time
codes [13], [14], which provide a new paradigm for transmission grchitecture [4].

over Rayleigh fading channels using multiple transmit antennas. More recently, space—time trellis coding has been proposed

Data is encoded using a space-time block code, and the encode . . . . . .
data is split into n streams which are simultaneously transmitted ?12] which combines signal processing at the receiver with

using n transmit antennas. The received signal at each receive coding techniques appropriate to multiple transmit antennas
antenna is a linear superposition of then transmitted signals and provides significant gain over [10] and [18]. Specific

perturbed by noise. Maximum likelihood decoding is achieved gnace-time trellis codes designed for two—four transmit an-
in a simple way through decoupling of the signals transmitted

from different antennas rather than joint detection. This uses the tenr?as pe.rform eXtremgly,We” in slow fadmg environments
orthogonal structure of the space-time block code and gives a (typical of indoor transmission) and come within 2-3 dB of the
maximum likelihood decoding algorithm which is based only on outage capacity computed by Telatar [15] and independently
linear processing at the receiver. We review the encoding and by Foschini and Gans [5]. The bandwidth efficiency is about

decoding algorithms for various codes and provide simulation » . T
results demonstrating their performance. It is shown that using three—four times that of current systems. The space—time codes

multiple transmit antennas and space—time block coding provides presenteq in [%2] provide the pest possible tradeoff betwegn
remarkable performance at the expense of almost no extra constellation size, data rate, diversity advantage, and trellis

processing. complexity. When the number of transmit antennas is fixed, the
Index Terms—Diversity, multipath channels, multiple anten- decoding complexity of space-time trellis coding (measured
nas, space-time codes, wireless communication. by the number of trellis states in the decoder) increases

exponentially as a function of both the diversity level and

the transmission rate.

o _ _In addressing the issue of decoding complexity, Alamouti

I N MOST situations, the wireless channel suffers attenuatigfscovered a remarkable scheme for transmission using two
due to destructive addition of multipaths in the propagatiqpansmit antennas [1]. Space—time block coding, introduced in

media and to interference from other users. The channeb) 5nq [14], generalizes the transmission scheme discovered

statistic is significantly often Rayleigh which makes it difficult,,, Ajamouti to an arbitrary number of transmit antennas and

for the receiver to reliably determine the transmitted Sign?s?lable to achieve the full diversity promised by the transmit

unless some less attenuated replica of the signal is provide%mj receive antennas. These codes retain the property of

the izcziver_. This technilq?le is called di}’e.fS“Y’ Whid:j can ving a very simple maximum likelihood decoding algorithm
provided using temporal, frequency, polarization, and spatjgh . only on linear processing at the receiver [13], [14].

resources (3], [6], [7]-{9], [11], [16], [17]. In many situations,c .~ -, signal constellations (such as PAM), they provide

however, the wireless channel is neither significantly tim?ﬁe maximum possible transmission rate allowed by the the-
variant nor highly frequency selective. This forces the system e . ;
ory of space—time coding [12]. For complex constellations,

engineers to consider the possibility of deploying multiple .
9 P y of deploying ps[ aice—tlme block codes can be constructed for any number
antennas at both the transmitter and receiver to achieve spa Fi[ . )
of transmit antennas, and again these codes have remarkably

diversity. ) : . : .
Only recently has transmit diversity been studied exteﬁ'—mIOIe decoding algorithms based only on linear processing
the receiver. They provide full spatial diversity and half

sively as a method of combating detrimental effects in Wireleg% h . ol L I d by th
fading channels because of its relative simplicity of implemerj- the maximum possible transmission rate allowed by the

tation and feasibility of having multiple antennas at the bada€ory of space-time coding. For complex constellations and

station. The first bandwidth efficient transmit diversity scher{@" the specific cases of three and four transmit antennas,

was proposed by Wittneben [18], and it includes the deld)ese diversity schemes were improved to provide 3/4 of the
diversity scheme of Seshadri and Winters [10] as a specigfximum possible transmission rate [13], [14].

The purpose of this paper is to evaluate the performance
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multiple transmit antennas, a significant performance gain céino separate different codes from each other. For example,

be achieved at almost no processing expense. G- represents a code which utilizes two transmit antennas and
The outline of this paper is as follows. In Section lljs defined by
we provide a mathematical model for the multiple antenna
communication systems. We review examples of space—time Gy = <_ii if) 3)
2 1

block codes constructed in [13] and [14] and will describe their
encoding and decoding algorithms in Section Ill. Section IWe assume that transmission at the baseband employs a
analyzes the performance of the space—time block code aighal constellationd with 2° elements. At time slot 1kb

shows that our simple decoding scheme achieves exadil{s arrive at the encoder and select constellation signals

the same performance as receive maximum ratio combin- ..., si. Settingxz; = s, for ¢ = 1,2, ...,k in G,
ing. Section V provides simulation results demonstrating thvee arrive at a matribC with entries linear combinations of
performance of these codes. Finally, Section VI presents oyt sz, ..., s and their conjugates. So, whife contains in-
conclusions and final comments. determinates, x2, ..., zx, C contains specific constellation
symbols (or their linear combinations) which are transmitted
II. THE TRANSMISSION MODEL from n antennas for eachb bits as follows. Ifci represents
the element in thetth row and theith column of C, the

We consider a wireless communication system with
antennas at the base station andantennas at the remote. At
each time slot, signalsci, i = 1,2, ..., n are transmitted
simultaneously from the: transmit antennas. The channe
is assumed to be a flat fading channel and the path g
from transmit antenna to receive antenng is defined to be d
«; ;. The path gains are modeled as samples of independ
complex Gaussian random variables with variance 0.5 per r

dimension. This assumption can be relaxed without any chal -
to the method of encoding and decoding [12]. The wireler}%(gggatii}zoﬁfethe code to bef = k/p. For example, the rate

channel is assumed to be quasi-static so that the path 92IN%, this work, we consider the performance of the following
are constant over a frame of lendthnd vary from one frame rate half space—time block codes:

entriesci, i = 1,2,...,n are transmitted simultaneously

from transmit antennag, 2, ..., n at each time slot —

i, 2, ..., p. So, theith column ofC represents the transmitted
ymbols from theth antenna and th&h row of C represents

transmitted symbols at time slotNote thatC is basically

efined using;, and the orthogonality af’s columns allows a

&%ple decoding scheme which will be explained in the sequel.
incep time slots are used to transmitsymbols, we define

to another. '
At time ¢ the signalr}, received at antenng is given by 1 T2 Z3
n —T2 X1 —T4
="+ @) —r3 x4 3
i=1 G, — —Ty4 —T3 T2 4)
. i . 3 = * * *
where the noise sampleg are independent samples of a 1 T2 T3
zero-mean complex Gaussian random variable with variance —x5  x] -
n/(2 SNR) per complex dimension. The average energy of —z5 xi o
the symbols transmitted from each antenna is normalized to R
be one, so that the average power of the received signal at
each receive antennasisand the signal-to-noise ratio is SNREN
Assuming perfect channel state information is available, the 1 T2 X3 T4
receiver computes the decision metric —x2 Ty —T4 X3
m n 2 —Xx3 T4 r1T —X2
Z Z r — Z @i, jc 2) Go=| 7% ¥ T T (5)
t=1j=1 i=1 bis) 5 5 iy
over all code words -z @ —xTy T3
—oyal al a3
cic%...c?céc%...cg ...... c}c%...c? .

—ry —rz  wy  X]

and decides in favor of the code word that minimizes the sum.ye also consider the rate 3/4 codes shown in (6) and (7),
found at the bottom of the next page, for three and four

[ll. SPACE-TIME BLock CODES transmit antennas (we u$é instead ofG to distinguish these

codes). Next we review the decoding of these codes.

A. Encoding Algorithm

A space—time block code is defined by & » transmission B+ The Decoding Algorithm
matrix G. The entries of the matrig are linear combinations Maximum likelihood decoding of any space-time block

of the variablesz;, xs, --., 2 |and their conjugates. Thecode can be achieved using only linear processing at the
number of transmission antennassis and we usually use receiver, and we illustrate this by some examples.
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The space—time block codg (first proposed by [1]) uses / \\
the transmission matrix in (3). Suppose that there2signals j Y_

in the constellation. At the first time sl@b bits arrive at the Space-Time Encoder -

encoder and select two complex symbelsand s;. These | 'nformation
symbols are transmitted simultaneously from antennas one ap
two, respectively. At the second time slot, signals; and s}
are transmitted simultaneously from antennas one and tWgy ;1 sysiem block diagram.
respectively.

Then maximum likelihood detection amounts to minimizin
the decision metric

Receiver |—»

A 4

gs only a function ofs;, and the other one

m

™ - Z [72042,j32 + (1) ag,js2 — 307 ;52— (13) 061,;'32}
J 2 J * *(2 i

> (|71 —ay,js1— g jsa|” + 1yt jss — o s ) i=t

i m 2
o (8) +lsal? D0 e s

over all possible values of; and s,. Note that due to j=11i=1
the quasi-static nature of the channel, the path gains ?geonly a function ofs,. Thus the minimization of (8) is

constant. over tvyo transmissions. The minimizing values a\5%]uivalent to minimizing these two parts separately. This in
the receiver estimates 6f ands,, respectively. We eXp"’mdturn is equivalent to minimizing the decision metric

the above metric and delete the terms that are independent )

of the codewords and observe that the above minimization is m ' '
equivalent to minimizing Z (r{aij + (ré)*agJ) — 51
i=1
- J % * I\ % J % * Ik m 2
_Z |:7>10417j81—|—(7’1) Q1,551 —|—7>10427j82—|—(7’1) Q2 jS2 + _1+22|a171|2 |31|2
j=1 j=11i=1
J ok TV ¥ J Jy* L G* . .. .
— a0 82 — (r3) a5 + 1305 551+ (12) “2#31} for detectings; and the decision metric

2

m 2
+ (s + 52 D0 e 41 zm:(Tj () ) ~ s
2 I

j=1i=1 - 192,
=
The above metric decomposes into two parts, one of which m 2
o B R D I I
m j=1i=1
- Z [T{OéijST +(r]) a5+ el s+ (7’§)*a2,jSﬂ for decodings,. This is the simple decoding scheme described
j=1 in [1], and there is no performance sacrifice for using it.
) m 2 ) Similarly, the decoders foGs, G4, Hs, and H, can be
+ls1 YD el derived. We provide the details of these decoders in the
j=1i=1 Appendix for the sake of presentation.
Z3
z1 Z2 —
V2
* * L3
—Xo Ty E
e I R R e R ir's) ©
V2 V2 2
o (et )
V2 V2 3723 3
oo V2 V2
* * 3 3
. V2 V2
Hy = x5 x5 (—x1—af + 32 — 23) (—x2 — a5+ 21 — 27) (7)
V2 V2 2 2
@g @y (w2taitwar—ai) (#tal +ae—a3)
V2 | V2 2 2
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Fig. 2. Bit error probability versus SNR for space-time block codes at 3 bits/s/Hz; one receive antenna.

IV. PERFORMANCE ANALYSIS

In this section, we analyze the performanceaf when
the energy of different symbols are equal to each other [e
phase-shift keying (PSK)].

other codes presented in Section Ill. The decoder minimiz

the decision metric

m

E (71041,3' + o0y +ryaz ; +riah 4 (r5) o
=1
2

+ (1) o, + (M) s () au; | | — s

for decodings; which can be rewritten a$; — s1|? where

m

1= Z (7;{

=1

H(rd) an,; + () o, + (1) as,; + (7‘§)*a4,j)-

. P SV S S
s aq,j e, j T Ta0G Ty

Similar results can be achleved for

ance 4/SNR>_T, >>* |y |? per real dimension. Given
a“,i:1234 i =12, ..., m, the power of signal
5131 is 4> 27 1 e, 7P

‘Next conS|der another communication scenario where
IS sent from one transmit antenna and is received uging
féteive antennas. Suppose that the path gains from the transmit
antenna to the receive antennas aje;, i =1, 2, 3,4, j =
1, 2, ..., m. Given these path gains and following maximum
ratio combining, the decision metric is of the form

m 4
51 = Z Z |ovi, j P51 + E4

j=11:=1
where the random variablg, is a zero-mean complex Gauss-
ian random variable with variandg SNR 37" 2 a2
per real dimension. This is the same as (9) but both the power
of signal and noise are reduced by a factor of 1/4. It is clear
that such a normalization does not affect the performance.
Thus, it is concluded that using four transmit amdreceive
antennas, the codg, provides exactly the same performance

By replacingr/ from (1) in the above equation and simpléS 47 level receive maximum ratio combining.

manipulations, we arrive at

m 4
51 = 222 |O¢i7j|281 + 21

j=11:=1

(9)

g gk J oo g
(7710‘1,j TRy 30 oy

() e, + () e s + (1) a5 + () e, ).
By the last equation, it is immediate that given ;, ¢
1,2,3,4, § = 1,2,...,m, the random variables; is

V. SIMULATION RESULTS

In this section, we provide simulation results for the per-
formance of the codes given in the previous sections. Fig. 1
illustrates a block diagram of the system. The information
source is encoded using a space—time block code, and the con-
stellation symbols are transmitted from different antennas. The
receiver estimates the transmitted bits by using the signals of
the received antennas. Figs. 2 and 3 show bit and symbol error
rates, respectively, for transmission of 3 bits/s/Hz. The results
are reported for an uncoded 8-PSK and our space—time block
codes using two, three, and four transmit antennas. Simulation

a zero-mean complex Gaussian random variable with varésults in Figs. 2 and 3 are given for one receive antenna.
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Fig. 3. Symbol error probability versus SNR for space-time block codes at 3 bits/s/Hz; one receive antenna.
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Fig. 4. Bit error probability versus SNR for space-time block codes at 2 bits/s/Hz; one receive antenna.

The transmission using two transmit antennas employs thea#d four transmit antennas (also an uncoded 4-PSK). The
PSK constellation and the codi. For three and four transmit transmission using two transmit antennas employs the 4-PSK
antennas, the 16-QAM constellation and the cadesndX,, constellation and the codé,. For three and four transmit
respectively, are used. Sin@Gé; and H, are rate 3/4 codes, antennas, the 16-QAM constellation and the co@eand gy,
the total transmission rate in each case is 3 bits/s/Hz. It is se@espectively, are used. Singg and G, are rate 1/2 codes,
that at the bit error rate of 0 the rate 3/4 16-QAM code the total transmission rate in each case is 2 bits/s/Hz. It is
Hy gives about 7 dB gain'overthe use'of an 8-PSKcode. seen that at the bit error rate of 10the rate 1/2 16-QAM

In Figs. 4 and 5, we provide bit ‘and symbol error ratespde G, gives about 5 dB gain over the use of a 4-PSK
respectively, for.transmission.of 2 bits/s/Hz using two, thre€, code.
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Fig. 5. Symbol error probability versus SNR for space-time block codes at 2 bits/s/Hz; one receive antenna.
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Fig. 6. Bit error probability versus SNR for space—time block codes at 1 bit/s/Hz; one receive antenna.

Figs. 6 and 7 provide simulation results for transmissiahe rate 1/2 4-PSK codé&, gives about 7.5 dB gain over
of 1 bit/s/Hz using one (uncoded), two, three, and fouhe use of a BPSKG, code. If the number of the re-
transmit antennas (bit and symbol error rates, respectivelggive antennas is increased, this gain reduces to 3.5 dB
The transmission using two transmit antennas employs ttiégs. 8 and 9). The reason is that much of the diversity
binary PSK (BPSK) constellation and the code For three gain is already achieved using two transmit and two receive
and four transmit antennas, the 4-PSK constellation and thetennas.
codesGs and Gy, respectively, are used. Singg and Gy The above simulations demonstrate that significant gains
are rate 1/2 codes, the total transmission rate in each caae be achieved by increasing the number of transmit antennas
is 1 bit/s/Hz. It is seen that at the| bit error rate of~20 with very little decoding complexity.
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Fig. 7. Symbol error probability versus SNR for space-time block codes at 1 bit/s/Hz; one receive antenna.
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Bit Error Probability
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Fig. 8. Bit error probability versus SNR for space-time block codes at 1 bit/s/Hz; two receive antennas.

It is possible to concatenate an outer trellis code [2] with VI. CONCLUSION

the above space-time block coding to achieve even betteie provided examples of space—time block codes for trans-
performance. The additional coding gain provided by the outerission using multiple transmit antennas. We described both
code is the same as the gain provided by that code ortheir encoding and decoding algorithms. The encoding and de-
Gaussian channel. The decision metrics given in this pamgrding of these codes have very little complexity. Simulation
for'thetinner'space=time block'code "then can be used as tbsults were provided to demonstrate that significant gains can
branch metrics for the outer trellis cade [2]. This gives bettée achieved by increasing the number of transmit chains with
performance at the expense af a higher complexity. very little decoding complexity.
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Fig. 9. Symbol error probability versus SNR for space-time block codes at 1 bit/s/Hz; two receive antennas.

APPENDIX ' ’ 2
In this appendix, we provide specific formulas for decoding — () ay,; — (7’§)*@2,j) — 353
Gs3, Gy, Hs, and H,.
The decoder fog; minimizes the decision metric
+ —1+2ZZ|% il | Iss)?
(L j j j ==l
Zl (Tlalﬂ' +r200 5 +raas ; + (75) o for decodingss, and the decision metric
i=
2
m . . . .
+ ) ans+ () e )| - - (<rdes s+ rdas ; — et - (9 a
j=1
2
2 2 . P
1+ 22:12 Jevi, 7 | 1s1] + (r7) az,; — (r3) Oél,j) — 54
Jj=1li=1
for decodings;, the decision metric 14 222 i ;12 | [sa)?
j=1l:=1

m

J ok J ok Jok Jy*
E (71@2,j—72@1,j +ryag 4+ (r3) g,

. for decodings,.
j=1

For decodingj,, the decoder minimizes the decision metric

o+ () as ) | -

m

> (7’?@@’{, jThes ;+rhad  +rial 4+ (1)
j=1
+ —1+2ZZ|%,|2 |s2|? ,

j=11=1 . .
+ () on,, + (1) e + (1)) oy J) — 51
for decodingsz, the decision metric

m

>~ (rlas ;= oty = ried j+ () s e N A

j=1 j=li=1

www.manaraa.com



TAROKH et al. SPACE-TIME BLOCK CODING FOR WIRELESS COMMUNICATIONS 459

for decodings;, the decision metric

m

J o x
E:(H%,j

i=1

J
5

g * J ¥ %
— 0l ; —r3a) j +ryaz ;+ (13) o,

2

— ()t — (M) oy + () as J) — 52

B ST I

j=11i=1
for decodingss, the decision metric

m

E (71043,]""72044,]' rgoq j — e+ (r3) s,

i=1
2
+ () o, — () o, — (1) 042,1) — 53
m 4
142> ey 7 | Issf
j=1i=1
for decodingss, and the decision metric
m . . . . .
S (=rlat; - s, +rdas ;- ot — (d)au
j=1
2
— () as s + (D) a2y — (1) ) | — s

m 4
-1+ ZZZ |evi, j1* | sal?

j=1i=1

for decodings,.

To decode the rate 3/4 codé;, the decoder minimizes the

decision metric

R (7’J _ 7,J)a* h
3 ( b (rhyan, + D

j=1

_ (7’§+7’i)*a3,j>] _
2 °

m 3
143> e P | sl

j=1i=1

2

for decodingsy, the decision metric

> <7‘]10é§,j = (r3) e, + 5
=1

i Fk 2
N (—7’§+;‘i) C’é&j)] s

m 3
143 Y a7 | Is2f?

j=1 i=1

for decodings,, and the decision metric

3~ (hrrdoi; | () (e +es)
V2 V2

i=1

LR am)] e

J

N

m 3
{10 a7 | Issl?

j=1i=

2

—

for decodingss.
Similarly, to decode the rate 3/4 code,, the decoder
minimizes the decision metric

m 3

i (r}, — ri)(ad ; — af ;)
Z(T{al,j—i_@é) Q2,5+ - -

° 2
j=1

2

(r3 +73)" (s, + @4,3'))] s
2

m 4
14> e P | Is

j=14i=1

for decodingsy, the decision metric

m
J o x
> | ries,; -

i=L

(ry+r3)(e3,, —af, )
2

2

(r3) o, +

+

(=r3+ )" (as,; + %a’))] e
2

m 4
14 YD e P | Isef?

j=1i=1
for decodings,, and the decision metric

*

$~ (o, (4=,
V2 V2

j=1

2
+

(r))*(cn,; + a2, ) n (r)"(eny — s ) \| 5
V2 V2 ’

AR S

j=1:=1

for decodingss.
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